Studies in Computational Intelligence 856

Boris Kryzhanovsky
Witali Dunin-Barkowski

Vladimir Redko
Yury Tiumentsev Editors

Advances in Neural
Computation, Machine
Learning, and

Cognitive Research |l

Selected Papers from the XXI
International Conference on
Neuroinformatics, October 7-11, 2019,
Dolgoprudny, Moscow Region, Russia

@ Springer



The series “Studies in Computational Intelligence” (SCI) publishes new develop-
ments and advances in the various areas of computational intelligence—quickly and
with a high quality. The intent is to cover the theory, applications, and design
methods of computational intelligence, as embedded in the fields of engineering,
computer science, physics and life sciences, as well as the methodologies behind
them. The series contains monographs, lecture notes and edited volumes in
computational intelligence spanning the areas of neural networks, connectionist
systems, genetic algorithms, evolutionary computation, artificial intelligence,
cellular automata, self-organizing systems, soft computing, fuzzy systems, and
hybrid intelligent systems. Of particular value to both the contributors and the
readership are the short publication timeframe and the world-wide distribution,
which enable both wide and rapid dissemination of research output.

The books of this series are submitted to indexing to Web of Science,
EI-Compendex, DBLP, SCOPUS, Google Scholar and Springerlink.

More information about this series at http://www.springer.com/series/7092


http://www.springer.com/series/7092

Editors

Boris Kryzhanovsky

Scientific Research Institute for System
Analysis of Russian Academy of Sciences
Moscow, Russia

Vladimir Redko

Scientific Research Institute for System
Analysis of Russian Academy of Sciences
Moscow, Russia

ISSN 1860-949X

ISSN 1860-9503

Witali Dunin-Barkowski

Scientific Research Institute for System
Analysis of Russian Academy of Sciences
Moscow, Russia

Yury Tiumentsev

Moscow Aviation Institute
(National Research University)
Moscow, Russia

(electronic)

Studies in Computational Intelligence
ISBN 978-3-030-30424-9 ISBN 978-3-030-30425-6  (eBook)
https://doi.org/10.1007/978-3-030-30425-6

© Springer Nature Switzerland AG 2020

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://doi.org/10.1007/978-3-030-30425-6

)

Check for
updates

A Novel Avoidance Test Setup:
Device and Exemplary Tasks

Alexandra I. Bulava'®9, Sergey V. Volkov*?,
and Yuri I. Alexandrov'*?

! Shvyrkov Lab of Neuronal Bases of Mind, Institute of Psychology,
Russian Academy of Sciences, Moscow, Russia
ai.bulava@mail. ru
2 Lab for Behaviour of Lower Vertebrates,

Severtsov Institute of Ecology and Evolution, Russian Academy of Sciences,
Moscow, Russia
3 Ocean Acoustics Lab, Shirshov Institute of Oceanology,

Russian Academy of Sciences, Moscow, Russia
4 Moscow State University of Psychology and Education, Moscow, Russia
> Department of Psychology, National Research University Higher School
of Economics, Moscow, Russia

Abstract. This paper presents a novel rodent avoidance test. We have devel-
oped a specialized device and procedures that expand the possibilities for
exploration of the processes of learning and memory in a psychophysiological
experiment. The device consists of a current stimulating electrode-platform and
custom software that allows to control and record real-time experimental pro-
tocols as well as reconstructs animal movement paths. The device can be used to
carry out typical footshock-avoidance tests, such as passive, active, modified
active and pedal-press avoidance tasks. It can also be utilized in the studies of
prosocial behavior, including cooperation, competition, emotional contagion and
empathy. This novel footshock-avoidance test procedure allows flexible current-
stimulating settings. In our work, we have used slow-rising current. A test animal
can choose between the current rise and time-out intervals as a signal for action in
footshock avoidable tasks. This represents a choice between escape and avoid-
ance. This method can be used to explore individual differences in decision-
making and choice of avoidance strategies. It has been shown previously that a
behavioral act, for example, pedal-pressing is ensured by motivation-dependent
brain activity (avoidance or approach). We have created an experimental design
based on tasks of instrumental learning: pedal-pressing in an operant box results
in a reward, which is either a piece of food in a feeder (food-acquisition behavior)
or an escape-platform (footshock-avoidance behavior). Data recording and
analysis were performed using custom software, the open source Accord.NET
Framework was used for real-time object detection and tracking.
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1 Introduction

Animal models are used by researchers all over the world. Rodent passive/active
avoidance tests are the typical models not only in experimental psychology but also in
clinical psychology, psychiatry and behavioral neuroscience. Recent years have
brought rapid advances in our understanding of the brain processes involved in the
avoidance-learning, along with their clinical implications for anxiety disorders, PTSD
etc. [7, 10]. Avoidance behavior in rodents has predominantly been studied using lever-
press signaled avoidance task, which requires animals to press a tool upon presentation
of a warning signal in order to prevent or escape punishment [10]. The development of
new techniques capable of modeling multidimensional cognitive activity could be a
valuable contribution to psychophysiological studies. The system organization of
human and animal behavior, including the processes of systemogenesis, can be studied
in a variety of situations, such as learning and performing behavioral tasks,
acute/chronic stress, psychotrauma, alcohol intoxication, etc. This paper presents a
novel rodent avoidance test designed to expand the possibilities for exploration of
learning and memory processes.

2 Device

The device we developed consists of a current stimulating electrode-platform and
custom software that allows to control and record the real-time behavioral protocol,
which can be used to reconstruct trajectories of the animal’s movement. The size and
amount of the electrodes provide a stable contact with animal skin (see Fig. le). The
device can be used for the typical footshock-avoidance tests, including passive, active
and modified active (see Fig. 1a—c). This is achieved by combining separate sectors of
electrodes (Patent RU2675174C1, Fig. 1). The device is completed with partitions and
sound/light signals, which provide possibilities to implement a broad range of
behavioral tasks in various situations and conditions, such as learning, helplessness,
stress in the studies of anxiety, stress disorders and memory, etc.

Finally, the device can be used to study prosocial behavior in rodents, including
cooperation, competition, willingness to help a conspecific, emotional contagion and
empathy. For instance, we have used a previously established model of emotional
contagion [4, 6] in which an animal observes a conspecific experience painful elec-
troshocks. This model is illustrated in Fig. 1d.

It is known that the electrical resistance of rodent skin depends on such factors as
age, sex and weight. Indeed, experiments revealed wide differences in the skin resis-
tance of animals [5, 8]. In addition, our study showed that skin resistance in rats
decreases after 5-min of electrostimulation. Therefore, we have applied electrical cir-
cuit of the voltage-controlled current source to compensate for this change in the
operation of the device.

A user can apply automatic settings for task-dependent stimulation or control
stimulation manually, including both, AC (alternating current) and DC (direct current).
Slow-growing stimulation can be regulated by a microcontroller. Impulse noise (arti-
facts) elimination is provided by the alternating current.
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Fig. 1. Typical footshock-avoidance tests: (a) passive, (b) active, (c) modified active,
(d) “emotional contagion” - observer (left) and pain-demonstrator (right). (e) Device controller
(left) and a photograph illustrating the stable contact between electrodes (the arrow indicates one
of the electrodes) and animal’s skin.

3 A Novel Avoidance Test Procedure

A novel footshock-avoidance test procedure allows flexible current-stimulating settings
with variable times of trials, currents (from O to 3 mA) and time between trials. In our
work we have used slow-rising current. A typical trial consists of three intervals:
(1) current rise; (2) maximum value; (3) time-out (pause between trials). In order to
avoid footshock, a test animal learns to press a pedal during either the current rise
period, or time-out period. This experimental procedure allows to explore individual
differences in decision-making and choice avoidance strategies, when an animal makes
a choice between escape and avoidance.

Figure 2 illustrates the “learned helplessness” experiment, when unavoidable high-
intensity footshock is applied to an animal.
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Fig. 2. An example of real-time protocol of footshock-avoidance behavior. Footshock is applied in all
4 sectors (A, B, C, D). Three trials are illustrated here. The rat is given a current of 0 to 1 mA, interval
settings: current rise from O to 5 s, followed by the maximum value from 5 to 10 s, and current stops
after 10 s (bottom, right). The next trial begins. Top right corner shows the real-time video recording.
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4 Exemplary Tasks of Instrumental Learning

4.1 Approach/Withdrawal Paradigm

The most general division of behavior is considered to be approach and withdrawal.
Studies demonstrated motivation-dependent brain activity (avoidance- or approach-
goal) during behavioral acts, such as pedal pressing [1-3, 9]. A typical model of
approach behavior is a food-acquisition task, while the typical model of withdrawal
behaviour is an avoidance task.

We have created an experimental design based on tasks of instrumental learning.
Operant box is equipped with automated feeders, escape-platform and pedal bars
located in the opposite corners of the box. Pedal-pressing results in a reward, which is
either a piece of food in a feeder (food-acquisition behavior, see Fig. 3b), or an escape-
platform (footshock-avoidance behavior, see Fig. 3a). The action of pedal-pressing is
the same in both cases, but its result is variable: escape-platform or feeder.
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Fig. 3. (a) Instrumental footshock-avoidance behavior. (b) Instrumental food-acquisition
behavior. (c) Movement paths of a representative rat. (d) Exemplary learning curve during
appetitive bar-pressing behavior.

4.2 Behavioral Data Recording and Analysis

Data recording and analysis were performed using custom software developed by
Volkov S.V. Fig. 4 shows exemplary real-time protocol for behavioral analysis (pro-
vided by the device).
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Fig. 4. Exemplary real-time protocol for behavioral analysis (food-acquisition task). The
behavioral cycle: 1 - pedal (bar) pressing; 2 - start of the feeder motor; 3 - lowering rat head and
taking food from the feeder. Frame from the actual video recording during operant food-
acquisition behavior (right). The object is identified (rectangle), coordinates are recorded in PC.

The food-acquisition behavioral cycle was divided into several acts (Fig. 4 left):
pedal (bar) pressing (mechanosensor); moving to pedal corner; lowering head (pho-
tosensor) and taking food from the feeder. The moving object is identified (Fig. 4 right,
rectangle) by custom software using the open source Accord. NET Framework [11].
The signal-coordinates are recorded into PC. Animals’ movement paths are restored by
coordinates (see Fig. 3c).

The Accord.NET Framework is a .NET machine learning framework combined
with audio and image processing libraries completely written in C#. Real-time object
detection and tracking, as well as general methods for detecting and tracking. Con-
venient open source.

5 Conclusion

We have compiled and debugged a novel rodent avoidance task procedure that allows
to obtain new type of data about individual differences in decision-making and choice
of avoidance strategies. For example, experiments in active non-instrumental avoidance
test (see Fig. 1b) showed, that female rats choose to minimize the risks and avoid shock
during low-voltage current (a signal for avoidance), while male rats do it during the
pause (between trials), which allows to avoid the shock completely but with a risk of
high-voltage shock in rare occasions.

We have created an experimental design based on tasks of instrumental learning
that allows to explore motivation-dependent brain activity (avoidance or approach).
The novel rodent avoidance test that we developed expands the possibilities for
exploration of learning and memory processes.
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